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Class Targets

Throughout this class, you will:

® Understanding some basic concepts (e.g., MATRIX
norms, traces, and derivatives)

® connecting them with linear algebra and
machine learning

® Using matrix norms and traces in matrix
computations (very useful!)
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Basics
©000000

Vector & Matrix

Notation:
® On the vector & € R" of length n

T1

z

_ T I
x=(x1,T2, " ,Tn) or =

Tn

whose i-th entry is z;, i € [n].}

!The set of integers, {1,2,...,n}, is represented by [n], n € Z7.
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Basics
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Vector & Matrix

Notation:
® On the vector & € R" of length n
T1
X2
T
)

x=(x1,22,  * ,Zn or =

Tn

whose i-th entry is z;, i € [n].}

® On the matrix X € R™*"™ with m rows and n columns

11 x12 o Tin

X21 x22 o+ XT2n
X =

ITml Tm2 ' Tmn

whose (i, j)-th entry is z;;, ¢ € [m],j € [n].

!The set of integers, {1,2,...,n}, is represented by [n], n € Z7.
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[e] lelele]ele}
Vector Norms

A number of concepts to mention, e.g., £o-norm, ¢1-norm, and /o-norm.

® Definition. For any vector € R", the f2-norm of x is given by

lalla = /o3 + 23+ - 40 =

where z;, Vi € [n] is the i-th entry of x.
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[e] lelele]ele}
Vector Norms

A number of concepts to mention, e.g., £o-norm, ¢1-norm, and /o-norm.

® Definition. For any vector € R", the f2-norm of x is given by

lalla = /o3 + 23+ - 40 =

where z;, Vi € [n] is the i-th entry of x.

® [ntuitive examples:

2l = /a7 + 23

3|

el = Vat +ad +ad

Onx= (331,.132)T Onzx= (ml,xz,x;:,)T
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Basics
00@0000

Inner Product

® Basics: For any « = (z1,2) " and y = (y1,%2) ", the angle @ can be
computed by

cos § = T1Y1 + T2Y2
Vot + 23yt + 3
® in which
o fa-norm:

el = /= +23  llyllz= /v + 43

o inner product:
(x,y) = wT'!I = T1Y1 + T2Yy2
® |t leads to
(z,y)

cosf = ———=L
2 - [lyll2
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Basics
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Inner Product

® Definition. For any vectors x, y € R", the inner product is given by
y

(@y)=x'y=>) zy

i=1

Example. Given = (1,2,3,4)" and y = (2,—1,3,0)", write down the inner
product (x,vy).

In this case,

(my)=ax ' y=1x24+2x(-1)+3x3+4x0=9
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Basics
0000000

Inner Product

® Definition. For any matrices X, Y € R™*", the inner product is

(X,Y)=> "> ziyy

i=1 j=1
2 1 1 2 -1 0

Example. Given X = |1 2 1(andY = |1 2 —1], write down the
0 0 3 0o -1 2

inner product (X,Y).
In this case,

(X, Y)=2x2+1x(-1)+1x(-1)+2x2+1x(-1)+3x2=11
v
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Basics
0000000

Frobenius Norm

® Definition. For any matrix X € R™*", the Frobenius norm of X is
given by

1 Xlr =

where z;;j, Vi € [m], j € [n] is the (4, j)-th entry of X.

2 1 1
Example. Given X = (1 2 1|, write down the Frobenius norm of X.
0 0 3

I X|lr=v22+12+12 412422 4+ 12 + 32 =21
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Basics
0000000

Frobenius Norm

® Connection with £>-norm:

m n
IXMe =D D 2% = | D llali3
j=11i=1 =1

Jj=

3

with the column vectors &; € R™, j € [n] such that

X=|z1 x - x| cR™"
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Definition
[ ]

Definition of Matrix Trace

® Definition. For any square matrix X € R"*", the matrix trace (denoted
by tr(-)) is the sum of diagonal entries, i.e.,

tr(X) = Z i,

=1 diagonal

where 2, Vi € [n] is the (i,7)-th entry of X. Thus, tr(X) = tr(X ).

Example. Given X =

S = N
SN =

1
1|, write down the matrix trace of X.
3

tr(X)=2+2+3=7
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Property: tr(X +Y) = tr(X) + tr(Y)

® Property. For any square matrices X, Y € R"*", it always holds that

tr(X +Y) =tr(X) + tr(Y)

2 1 1 2 -1 0
Example. Given X = |1 2 1| andY =|-1 2 —1], write
0 0 3 0 -1 2|

down tr(X +Y).
In this case,

242 1-1 1+0 4 0 1
X+Y=(1-1 242 1-1({=1]0 4 O
04+0 0—-1 3+2 0 -1 5]

Thus, tr(X +Y) =4+4+ 5= 13. Note that tr(X) =7 and
tr(Y') = 6, it shows that tr(X +Y) = tr(X) + tr(Y) = 13.
v

® Variant. For any o, 8 € R, we have

tr(aX + Y ) = atr(X) + Str(Y)
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Property: tr(XY) =tr(Y X)

® Property. For any matrices X € R"*" and Y € R™"*", it always holds
that
tr(XY) = tr(Y X)
® Proof.
tr(XY) =[XY]11 + [ XYoo + -+ [XY]mm

= T11Y11 + T12Y21 + - + T1nYn1

the first row of X times the first column of Y
+ T21Y12 + Ta2y22 + - - + T2nYn2
+ -+ TmiYim T Tm2Y2m + 0+ TmnYnm
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Property: tr(XY) =tr(Y X)

® Property. For any matrices X € R"*" and Y € R™"*", it always holds
that
tr(XY) = tr(Y X)
® Proof.
tr(XY) =[XY]11 + [ XYoo + -+ [XY]mm

= T11Y11 + T12Y21 + - + T1nYn1

the first row of X times the first column of Y’

+ T21Y12 + T22Y22 + - - + TanYn2

+ o+ TmiYim + TmaYom + 0+ TinYnm
=T11Y11 + T12Y21 + -+ + TinYni

+ x21y12 + T22y22 + - + TonYn2

T+ TmiYim F Tm2Y2m + 0+ TmnYnm
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Property: tr(XY) =tr(Y X)

® Property. For any matrices X € R"*" and Y € R™"*", it always holds
that
tr(XY) = tr(Y X)
® Proof.
tr(XY) =[XY]11 + [ XYoo + -+ [XY]mm

= T11Y11 + T12Y21 + - + T1nYn1

the first row of X times the first column of Y’

+ T21Y12 + T22Y22 + - - + TanYn2

+ o+ TmiYim + TmaYom + 0+ TinYnm
=T11Y11 + T12Y21 + -+ + TinYni

+ x21y12 + T22y22 + - + TonYn2

T+ TmiYim F Tm2Y2m + 0+ TmnYnm

= Y11211 + Y1221 + -+ YimTmi

the first row of Y times the first column of X
+ y21T12 + Y2222 + - + Y2mTm2
++yn1x1n++yn2m2n++ynmmmn

=YX+ [YX]2+ -+ [YX]pn =tr(YX) 16/33



Properties
00@000

Property: tr(XY) =tr(Y X)

2 1 1 2 -1 0
Example. Given X = |1 2 1| andY =|—-1 2 —1], write down
0 0 3 0o -1 2
tr(XY) and tr(Y X), respectively.
In this case,
3 -1 1 3 0 1
XYy=|0 2 0 YX=]0 3 -2
0 -3 6 1 -2 5
Thus,
tr(XY)=3+24+6=11 tr(YX)=3+34+5=11

17/33



Properties
000000

Property: || X% = tr(X ' X)

® Property. For any matrix X € R™*" it always holds that
X7 = tr(X " X)
® Proof.
tr(X T X) =[X " X1 +[X X]oo+ -+ [X X
=¥y + a3+ T
+ @i+ 23y o ag

o a2+ T

m m m

2 2 2

:g $i1+§ 95¢2+"'+§ Tin
i=1 i=1 i=1
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Properties
000000

Property: (X,Y) =tr(X'Y)

® Property. For any matrices X, Y € R™*", it always holds that
(X,Y)=tr(XY)
® Proof.
tr(XY)=[ XY+ [ X Yoo+ + [X Y]
=T11¥Y11 + T21Y21 + ** + Tm1Ym1
+ Z12Y12 + T22y22 + -+ + Tm2Ym2

+ e + TinYin + T2nlY2n + et + ImnlYmn

:<1317y1> + <£l?2,y2> +eeet <m”vyn>
:<X’Y>

where x;,y, € R™, Vi € [n] are the i-th column vectors of X and Y,
respectively.
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Properties
00000@

Property: (X,Y) =tr(X'Y)

2 1 1 2 -1 0

Example. Given X = |1 2 1{andY =|—-1 2 —1], write down
0 0 3 0o -1 2

(X,Y) and tr(X TY), respectively.

Recall that
(X, Y)=2x2+4+1x (1) +1x(=1)+2x2+1x(-1)+3x2=11

For the matrix,

3 0 -1
X'y=|0 3 -2
1 -2 5

we have tr(X 'Y) =343 +5=11.
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Derivatives
©0000000

Derivatives

A quick revisit!
® Derivative. Given a scalar function f(z) of the single variable z, the
derivative is defined by

Af@) _ o fetAn)—f@) A

dz  Az>o0 Ax T Az—0 Az
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Derivatives
©0000000

Derivatives

A quick revisit!
® Derivative. Given a scalar function f(z) of the single variable z, the
derivative is defined by

df@) _ o f@+An) —f@) _ . Af

dz - Axz—0 Az - Az—0 Az

® Partial derivatives. Given a scalar function f(z,y) of two variables z,y,
the partial derivatives are defined by
A
f(z.y) _ ,, [t Azy)

ox Az—0 Az
f(@,y) _ . flzy+Ay)
8y Ay—0 Ay
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Derivatives
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Derivatives

Example. Given f(x) = ||z||3, write down the derivative %(;).

First, notice that the function f(x) can be written as

f(®) = f(z1,22,...,2,) =25 + 25+ +

Hence, the partial derivatives of f(z1,x2,...,zs) with respect to
T1,T2,...,Tn are
Of(x1,x2,...,%n) — 2,
D1 Of(z1,22,...,Tn) 9
a 1
Of(@1, 22, Tn) _ g d f(z) Bf(zlggfuqzn) 2o
T
Os — = v2 = . = 2
dz : :
Af(x1,22,...,xn) 2T,
Of (x1,x2,...,%n) 9z
—_— = =2z,
OTn
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[e]e] lele]e]ele)
Derivative of f(X) = tr(X)
® Function. For any square matrix X € R™*™, what is the derivative of
F(X) = tr(X)?

® Derivative. Since f(X) = Zx” we have
i=1

rof(x) of(xX) .. of(X)
si)  or%) 51(%)
df(X) _ EEPE BEPY e Ox2n
ax | S
9f(X)  9f(X) ... 9f(X)
L Ozny Oxp2 Oxpn
1 0 0
0 1 0
= . = In
0 0 1
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Derivative of f(X) = tr(AX)

® Function. For any matrices A € R™*™ and X € R™*™, what is the
derivative of f(X) =tr(AX)?

® Derivative. Since o
FX) =" agay

i=1 j=1
Hence, the partial derivative of f(X) with respect to the entry x;; is
given by
05X _
6&7]‘1' *
As a result, we have
Of(X) of(xX) .. 9f(X)
Oxr11 Ox1o OT1m
ofR)  of%) . afR
d f(X) _ | %o Ox22 Oram | _ AT
dX : : :
of(X) of(X) .. 9f(X)
Oxpn1 Oxp2 OTpm

® By the way, what is the derivative of f(X) = tr(X A)? How about
f(X)=tr(ATXT)?
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Derivatives
00000000

Derivative of f(X) =tr(AXB)

¢ Function. For any matrices A € R™*", X € R"*? and B € R*™,
what is the derivative of f(X) = tr(AX B)?

® Derivative. Since

m n d

() = S AXBlL =3 Y asXBl =3 0 2w
=1 =1 j=1 i=1 j=1
Hence, the partial derivative of f(X) with respect to the entry x i is
given by
af(X) =
b = [ATB
8$]k Za jYki ]

As a result, we have

Of(X) 9f(X) af(X)
ofh o) o)
df(X) | 921 Owao o Owoq | ATBT
dX : : : :
Of(X) 9f(X) 9f(X)
Oxp1 Oxpo 9Ty q
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Derivatives
00000000

Derivative of f(X) = tr(X ' AX)

® Function. For any matrices A, X € R™*", what is the derivative of
f(X)=tr(XTAX)?

® Derivative.

df(X) dtr(X'B) N dtr(CX)

dX dXx dx
_dtr(BTX) N dtr(CX)
Tdx dX
=B+C'
=AX + AX'

where B2 AX and C 2 X T A.
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Derivatives
00000000

Derivative of f(X)=tr(AXBXC)

® Function. For any matrices A € R™*", X ¢ R"*?¢, B € R¥*", and
C € R¥™™, what is the derivative of f(X)=tr(AXBXC)?

® Derivative.

df(X) dtr(AXD) N dtr(EXC)
dx = dXx dXx
=A'"D"+E'CT
=A'C"X"B"+B'X"A"TC’

where D 2 BXC and E 2 AXB.
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Derivatives
00000008

Derivative of f(X) = |AX|%

® Function. For any matrices A € R™*" and X € R™*¢, what is the
derivative of f(X) = | AX |37

® Derivative. Since
f(X)=tr(X"TATAX)

Hence, we have

df(X) dtr(BX) N dtr(X"BT)

dx =~ dXx X
_du(BX) dtr(BX)
TodXx dX
=2B"
=2A"AX

where B2 XTATA.
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Applications
°

Orthogonal Procrustes Problem (Optional)

® QOrthogonal Procrustes problem:
For any Q € R™*", m > r, the
solution to

mFi‘n HF_Q”?? Procrustes Problems

s.t. FTF=1,
——

orthogonal
is
F.=UV"
where ol e
Q=UxVv"

—_——
singular value decomposition

® Equivalent form:

|IF-Ql#=tr(F ' E-F'Q-Q ' F+Q'Q)=—2tr(F'Q) + const.

=Ir const.

—F =: argmin ||[F — Q|% = argmax tr(F' Q)
FTF=I, FTF=I,
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Summary
[ ele}

A Quick Look

Content:
® \ector structure, f2-norm
® Matrix structure, Frobenius norm
® |nner product

® Definition, properties, and derivatives of matrix trace (including a lot of
examples)

For your need!

® Slides: https://xinychen.github.io/slides/matrix_trace.pdf

® E-book:
https://xinychen.github.io/books/spatiotemporal_low_rank_models.pdf

Reference material:

® The matrix cookbook:
https://www.math.uwaterloo.ca/~hwolkowi/matrixcookbook.pdf
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Special thanks to
® Zhanhong Cheng (McGill University)
® Benzheng Li (UESTC)
® Fugiang Liu (McGill University)
® Sheng Liu (UESTC)

for providing feedback and suggestions.



Thanks for your attention!

Any Questions?

About me:
® Homepage: https://xinychen.github.io

® How to reach me: chenxy3460gmail.com


https://xinychen.github.io
chenxy346@gmail.com
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