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Abstract

Large-scale Wikipedia page view observations represent the time
series of human behaviors on digital platforms, showing behavioral
rhythms and complicated patterns across daily and weekly cycles.
This study crafts the frequently-viewed Wikipedia pages with the
total amount of 3 million, which are selected according to the heavy-
tailed distribution of page views. By leveraging the sparse autore-
gression model, the multi-cycle seasonality of Wikipedia page view
time series can be clearly identified. The experiment demonstrates
that the hourly page view time series of most frequently-viewed
pages are less periodic than the relatively less viewed pages, namely,
the page views of popular Wikipedia pages are less seasonal. The
interpretable results delivered in this work could provide insights
into understanding rhythms of human behaviors on digital plat-
forms. In addition, the dataset used in this work is publicly available
at https://doi.org/10.5281/zenodo.17070469.
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1 Introduction

Wikipedia is one of the most visited website worldwide. Modeling
Wikipedia page view time series is meaningful for understanding
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user behaviors [8], popularity of pages [10], external campaigns [5],
and dynamic structures of web traffic [11]. Wikipedia page view
data represent an important source for monitoring complicated
behaviors and patterns underlying millions of Wikipedia pages.
In literature, it verifies that the consumption habits of individual
Wikipedia articles maintain strong diurnal regularities (i.e., tem-
poral regularities) and reveal prototypical shapes of consumption
patterns [11]. In addition to the temporal regularities, counter-
factual predictions, i.e., quantifying the causal effect of effect by
comparing the counterfactual predictions and actual page views,
can be used to estimate how various external campaigns and events
affect readership on Wikipedia [5].

Regarding a broad viewpoint of time series periodicity, tempo-
ral regularities such as weekly seasonality and multi-cycle auto-
correlations underlying real-world time series are almost every-
where, including human activities (e.g., mobile phone usage [1]),
urban human mobility [6, 7], and global climate variables (e.g., tem-
perature and precipitation [7]). Substantial progress has been made
for developing statistics and machine learning methods and utiliz-
ing them to quantify seasonality of real-world time series data. By
using matrix factorization methods, time series data of human activ-
ities can be decomposed into low-rank factor matrices which could
uncover daily, weekly, and seasonal rhythms and interpretable pat-
terns [1]. Principal components of consumption habits of Wikipedia
pages can be used to characterize remarkable diurnal regularities
and the prototypical shapes of consumption patterns [11]. Recently,
interpretable sparse autoregression methods have been developed
for discovering time series periodicity from real-world systems [7].
These methods enable us to uncover the temporal regularities and
inherent patterns simultaneously.

Although the analysis of temporal regularities is significant for
identifying the patterns of web traffic, the literature ignored the
simultaneous discovery of seasonality and inherent temporal pat-
terns. The question also arises as how to formulate a comparable
quantification in ultra-high dimensional time series data. This work
contributes to the scientific community in the following ways:

e We provide an innovative data processing method by utiliz-
ing the heavy-tailed distributions of Wikipedia page view
time series. The data samples show a shrinkage of zero-
inflated and biased observations, maintaining a small frac-
tion of Wikipedia pages which dominant the total traffic. In
particular, the released dataset can be used as an important


https://doi.org/10.5281/zenodo.17070469
https://doi.org/XXXXXXX.XXXXXXX
https://doi.org/XXXXXXX.XXXXXXX
https://doi.org/XXXXXXX.XXXXXXX

WWW ’26 Companion, April 13-17, 2026, Dubai, United Arab Emirates

benchmark and testbed for the data mining and machine
learning tasks.

e We present an interpretable sparse autoregression method
for understanding the temporal regularities and multi-cycle
seasonality of high-dimensional page view time series. The
method can be used to discover the daily and weekly season-
ality of Wikipedia page views of different levels. The results
demonstrate that the page view time series of popular and
frequently-viewed Wikipedia pages are less seasonal than
less viewed pages.

2 Dataset

The Wikipedia page view data portal includes long-term hourly
page view observations since May 2015 across more than 60 million
Wikipedia pages.! As shown in Figure 1A, the empirical distribution
of Wikipedia page views that uses logarithmic scales on both the
horizontal and vertical axes at two certain hours on January 1, 2024
demonstrates heavy tails. That means that only a small fraction of
Wikipedia pages have been frequently-viewed. By observing the
time series of the number of pages and page views from January
1, 2024 to January 7, 2024 in Figure 1B, they demonstrate strong
periodic patterns across different days. Although the pages whose
number of page views greater than 1 (i.e., page view > 2) are
only a small portion of total Wikipedia pages, their page views
are dominant as shown in Figure 1C. Thus, it motivates us to pre-
process the page view data and extract the frequently-viewed pages.
One remarkable advantage by doing so is mitigating the impact
of zero-inflated and biased observations when learning a certain
model.

To get the time series from the page view observations, the
first task is data alignment across different Wikipedia pages in the
time domain. In the original page view observations, the observed
pages which have been viewed at least once are quite different
between two hours. For example, Figure 1B shows that the total
number of pages are changing over time, presenting the predictable
ebbs and flows of web traffic data. The number of pages in peak
hours is significantly greater than off-peak hours. By selecting the
Wikipedia pages that have been viewed at least 10 times in each
day, we can roughly obtain 5-6 million unique pages. We then build
the sample time series of hourly page views for each day. Of the
source data in January 2024, we identify the intersection set of
pages across 31 days, referring to 3,031,046 unique Wikipedia pages.
Although the selected 3 million pages of January 2024 are less than
5% in total Wikipedia pages, they have 12.88 billion total views and
dominate the total page views in 72% across the whole month of
January 2024. Figure 1D shows the total number of page views of
each hour in January 2024, demonstrating a remarkable weekly
periodicity where weekends usually have higher page views during
peak hours than weekdays.

3 Approach

For any page view time series x; = (x;1,Xi2, - - ,xi!T)T e RT of
the page i € {1,2,...,n} (i.e., n pages in total) with an hourly time
resolution, we divide the page view data into T’ € Z* categories
according to the total number of page views in January 2024. Among

!https://dumps.wikimedia.org/other/pageviews/readme.html
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these 3 million Wikipedia pages, we select the pages that have been
viewed between 10? and 103 times in the whole month of January
as the first category y = 1, denoted by O(10?), consisting of 0.78
million pages. The second category y = 2 includes 2.04 million
pages that have been viewed between 10% and 10 times. The third
category y = 3 refers to the most frequently-viewed pages that
have the number of page views between 10* and 10°, consisting
of 0.20 million pages. The preliminary clustering of the Wikipedia
pages allows one to analyze the patterns of page view time series.

As a result, we have time series data x; ) € RT for any page
ie{L2,.. .,ny} in the category y € {1,2,...,T} (ie., I = 3 in this
case), where each category has n, pages. This work aims to dis-
cover the multi-cycle seasonality of page view time series in these
categories by using sparse autoregression proposed in [7]. The
sparse autoregression is an efficient interpretable machine learn-
ing method for quantifying periodic patterns of real-world time
series data with inherent periodic cycles. On the top of time series
autoregression, the sparse autoregression assumes both sparsity
and non-negativity of auto-correlations for automatically identi-
fying dominant auto-correlations such as daily and weekly cycles
as interpretable results. To learn the sparse auto-correlations that
represent the seasonality of these page view time series, we rewrite
the optimization problem of sparse autoregression as follows,

T ny

. 2
min >3 lly;, - Aiywyll3

{wy ooz y 3 im0
st.0<w, <M.z Vye{12,....T}
d

sz <7

k=1
z €{0,1}, Vk € {1,2,...,d},

(1)

where d € Z* is the order of sparse autoregression. The sparsity
level is denoted by 7 € Z*, which is far smaller than the order d. The
decision variable z € R? is a binary vector, which is constrained
to be r-sparse. M € R* is a sufficiently large constant. In the
objective function, || - ||2 denotes the f2-norm of any vector. The
above-mentioned optimization differs from [7] in the way that: For
each category y € [TI'], the model only uses a sparse coefficient
vector to express the dominant auto-correlations in a sequence of
time series. Thus, the seasonality of each category represents the
overall periodic pattern of thousands or millions of page view time
series.

In practice, time series autoregression can be easily reformulated
as a linear regression. In Eq. (1), the data pairs {y; ., Aiy}.Vi €
{1,2,. ..,ny},y € {1,2,...,T} are constructed by the page view
time series, i.e.,

Xi,y,d+1 Xi,y.d Xiyd-1 " Xiy,1
Xiy,d+2 Xi,y,d+1 Xiy,d T Xi,y,2
yi,y = . 5 Ai,y = . . s
Xiy,T Xiy,T-1 XiyT-2 Xi,y,T—d

where x;, ¢+ is the ¢-th data point of the time series x; , € RT.
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Figure 1: Empirical demonstration of the Wikipedia page view time series dataset. (A) Log-log plot of heavy-tailed distributions
of page view data on January 1, 2024. The number of pages at 00:00 is 5.18 million, while 7.26 million at 20:00. Here, 60% pages
have been viewed only once in the whole hour. (B) Hourly time series of number of pages that have been viewed. The data from
January 1, 2024 to January 7, 2024 are selected for demonstration. In the panel, the notions “page view > 1” and “page view
> 2” correspond to the page have been viewed at least once and twice, respectively. (C) Hourly time series of number of views.
Although the number of pages that have been viewed at least twice is not a large portion (see Panel B), the difference of the
number of views between the “page view > 1” and the “page view > 2” is marginal. (D) Hourly time series of number of views
on the 3-million page data in January 2024. These views are up to 72% of the total Wikipedia page views.

According to the property of matrix trace, the objective function
of this optimization problem can be reformulated as

ny
Fooy) =) My, = Aiywyll3
= @

y Ty
_ T T 3 _ T T
=tr(wpw) 0 AT Aiy) - 2] ) ALy, +C.
i=1 i=1

where the operator tr(-) denotes matrix trace. The last term C is
the constant. By computing

y ny
A T a. dxd A T d
Py = Z Ay Aiy R g, = Z AiyYiy € RY
i=1 i=1

from the data pairs in advance, we can build the following opti-
mization problem:

r

min tr(wyw, Py) — 2w q
(o2 YZ:;( Wy By y4y)

st.0<w, < M-z Vye{12,....T}
d

sz <r,

k=1
zr € {0,1}, Vk € {1,2,...,d},

®)

which can be solved by mixed-integer optimization algorithms [2-
4, 7]. Since the decision variable vectors wy,y € {1,2,...,T} have
the same sparsity constraint, these optimization results are both
interpretable and comparable. Notably, the global sparsity of binary
decision variable vector z is denoted by Q = supp(z), i.e., index set
of the nonzero entries in z.

4 Seasonality Exploration

We conduct extensive experiments for examining the sparse au-
toregression model on the Wikipedia page view time series dataset.
The dataset is organized as a three-dimensional array, including
Wikipedia page, category, and hourly time step dimensions. In the
first category y = 1, the page view time series are represented as a
matrix of 0.78 million rows and 744 hours in the whole month of
January. The time series matrices of the second and third categories
have 2.04 million and 0.20 million rows, respectively. Although the
matrices of three categories have different numbers of rows, one
can compute P, € R4*d and q, € R? in advance, leading to the
simplified objective function in Eq. (3). By using the mixed-integer
programming algorithm in CPLEX [9], the sparse vectors {wy },¢[3]

are expected to be interpretable.

By setting the model’s sparsity levels as 7 = 8,10 and the or-
der as d = 168, referring to a weekly cycle, one can obtain the
positive auto-correlations (or coefficients) as shown in Figure 2.
Under sparsity level 7 = 8, the support set is optimized as Q =
{1,2,4,9,22,24,48,168} (i.e., cardinality of this set is 8) where in-
dices {24,48,168} correspond to the daily, bi-daily, and weekly
cycles, respectively. Therefore, the coefficients at index 24 repre-
sent the strength of daily seasonality. Accordingly, we can quantify
the bi-daily and weekly seasonality by the coefficients at indices
438 and 168, respectively. By contrast, setting the sparsity level as
7 = 10 leads to the support set Q = {1, 2,3, 6, 10, 22, 24,47, 96, 168},
in which indices {24, 96, 168} correspond to the daily, four-day, and
weekly cycles, respectively.

In these coefficients with the sparsity level 7 = 8 across three dif-
ferent page categories, one can find that the page view seasonality
of frequently-viewed pages (i.e., monthly page view in [10%, 10%)) is
lower than less-viewed pages (e.g., monthly page view in [10%, 103)).
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Figure 2: Seasonality analysis of Wikipedia page view time series with the sparse autoregression model. (A) Auto-correlations
(i.e., autoregressive coefficients) on the optimized index set that controlled by the sparsity levels 7 = 8, 10, respectively. Sample
page view time series are selected according to three categories of the number of page views in the whole month of January
2024, i.e., [10%,10%), [103, 10%), and [10%, 10°), which are simplified as O(10%), O(10%), and O(10%) in the plot, respectively. The page
numbers in these three categories are 0.78 million, 2.04 million, and 0.20 million, respectively. (B) Log-log plot of distributions
of page view data. The top panel shows 9 categories with total number of page views ranging from 1,000 to 9,999 in January
2024. The bottom panel shows 9 categories with total number of page views ranging from 10,000 to 99,999.

To test the sensitivity of these results, we can compare the coeffi-
cients between sparsity levels 7 = 8 and 10 in the model. Although
the optimized multi-cycle seasonality indices {24, 96,168} of the
sparsity level r = 10 are a little different from the sparsity level
7 = 8, one can also see that the time series of frequently-view pages
are less seasonal than the less-viewed pages. These findings can
explain that the frequently-viewed pages might be venerable to spe-
cial events and anomalies on digital platforms such as Wikipedia.

5 Conclusion

In this work, we creatively used the large-scale Wikipedia page
view observations and empowered the analysis of page view time
series seasonality. In particular, we built an hourly page view time
series dataset according to the heavy-tailed distribution of page
view observations. The pages that have been viewed at least 10
times in each day are selected, and consequently, the dataset has
3 million pages and they dominated more than 70% total page
views on Wikipedia. On the 3 million time series, we analyzed
the multi-cycle seasonality of page views with different levels of
monthly page views by using the sparse autoregression model.
The results demonstrate that the pages with high page views are
less periodically viewed than the pages with lower page views.
Both dataset and analysis throughout this work are insightful for
understanding periodic human behaviors and rhythms on digital
platforms. In the future, the large-scale Wikipedia page view time
series data in this work could be utilized as a benchmark for time
series seasonality quantification.
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